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Abstract. Current quantum cryptography systems are limited by the attenuated coherent pulses they use
as light sources: a security loophole is opened up by the possibility of multiple-photon pulses. By replacing
the source with a single-photon emitter, transmission rates of secure information can be improved. We
have investigated the use of single self-assembled InAs/GaAs quantum dots as such single-photon sources,
and have seen a tenfold reduction in the multi-photon probability as compared to Poissonian pulses. An
extension of our experiment should also allow for the generation of triggered, polarization-entangled photon
pairs. The utility of these light sources is currently limited by the low efficiency with which photons are
collected. However, by fabricating an optical microcavity containing a single quantum dot, the spontaneous
emission rate into a single mode can be enhanced. Using this method, we have seen 78% coupling of single-
dot radiation into a single cavity resonance. The enhanced spontaneous decay should also allow for higher
photon pulse rates, up to about 3 GHz.

PACS. 78.67.Hc Quantum dots – 42.50.Dv Nonclassical field states; squeezed, antibunched, and sub-
Poissonian states; operational definitions of the phase of the field; phase measurements – 73.21.-b Electron
states and collective excitations in multilayers, quantum wells, mesoscopic, and nanoscale systems

1 Introduction

Quantum cryptography has emerged as a significant field
of study over the last fifteen years, because it offers the
promise of private communication whose security is as-
sured by the laws of physics. Most implementations of
quantum cryptography so far have used a protocol intro-
duced by Bennet and Brassard, generally known as BB84,
which uses four different states of a quantum system [1].
For example, the message can be encoded on the polariza-
tion state of single photons, with a random choice between
two non-orthogonal polarization bases when the photons
are sent and received. Since an eavesdropper does not
know what bases have been chosen, any measurement she
makes will impose a detectable back-action on the states
of the transmitted photons. Using error correction and pri-
vacy amplification, the communicating parties can distill
the transmitted message into a secure key, about which
the eavesdropper knows arbitrarily little.

However, sources of single photons have not been gen-
erally available. Experimental implementations of BB84
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have used pulses from lasers or light-emitting diodes, at-
tenuated to the point where the average photon num-
ber per pulse is significantly less than one [2]. However,
the number of photons in these pulses is described by
Poissonian statistics, so that there is always a possibility
of more than one photon being sent in a given pulse. Such
pulses are vulnerable to a photon-splitting attack, where
the eavesdropper removes one photon from the pulse, leav-
ing the remaining photons undisturbed [3]. This increases
the required privacy amplification, reducing the length of
the secure string. In other words, for communication over
a given channel, the number of secure bits per pulse will
be greater for a true single-photon source than for Poisso-
nian light [4].

Any real light source will have a non-zero probability
of producing more than one photon in a given pulse. How-
ever, as the probability of multi-photon pulses is reduced,
the rate of secure communication will increase. A pulse
stream with reduced multi-photon probability compared
to the Poissonian case is said to be antibunched, and can
be described only quantum mechanically. Mathematically,
such non-classical photon statistics can be described using
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Fig. 1. Measured photon-photon correlation function for
pulses from a mode-locked Ti:sapphire laser with a 13 ns repe-
tition period. The numbers above the peaks are the normalized
areas.

the photon correlation function g(2)(τ), defined as follows:

g(2)(τ) =
〈â†(t)â†(t+ τ)â(t+ τ)â(t)〉

〈â†â〉2 , (1)

where â† and â are the photon creation and annihilation
operators, respectively. A pulsed source with Poissonian
statistics will have a g(2)(τ) function consisting of a series
of peaks with unit area, when normalized by the pulse
repetition period. This can be seen in Figure 1, which
shows a measured photon correlation function for atten-
uated pulses from a mode-locked laser. (See below for an
explanation of the measurement method.) This reflects
the fact that the probability of detecting a photon in a
given pulse is independent of whether a photon has al-
ready been detected. For an ideal single-photon source,
the central peak at τ = 0 is absent, indicating that, once
a single photon has been detected in a pulse, another one
will never be detected. An antibunched source will have a
zero-delay peak with an area between zero and one. This
area gives an upper bound on the probability P (nj ≥ 2)
that two or more photons are present in the same pulse:

2P (nj ≥ 2)/〈n〉2 ≤ 1
T

∫ ε

−ε
g(2)(τ)dτ (2)

where 〈n〉 is the mean photon number per pulse, T is the
pulse repetition period, and the interval [−ε, ε] contains
the entire central peak. In a quantum communication sys-
tem, this interval would be the time window for gated
detection of the signal pulse.

Recently, several systems have been investigated for
production of single photons. Continuous streams of anti-
bunched photons have been produced using single atoms
and ions [5], single molecules [6], and color centers in di-
amond crystals [7]. Pulses of antibunched photons have
been produced by exciting single molecules using a laser
pulse [8] or using adiabatic following [9], or by con-
trolled injection of single carriers into a quantum well [10].
Progress has also been made towards a single-photon
source using single atoms strongly coupled to an optical
cavity [11]. The common factor in all of these sources is
that the photons are produced by a single emitter, be it a
molecule, atom, ion, color center, or an electron-hole pair
in a quantum-well. The essential principle of operation is

always the same: a single emitter can only emit one photon
at a time.

Excitons in quantum dots are also promising as single-
photon sources, since they too behave as single emitters. It
has been shown that the fluorescence from a single quan-
tum dot exhibits antibunching [12]. We have achieved trig-
gered generation of antibunched photons from a single
quantum dot by exciting with a pulsed laser and spec-
trally filtering the emission [13]. The normalized area of
the g(2)(0) peak can be as low as 0.113. This system for
generating single photons, which has also been reported
by other groups [14], is stable over long periods of time
and is compatible with mature semiconductor technolo-
gies. This allows for the possibility of injecting carriers
into the dot electrically instead of optically, producing ar-
rays of sources, and integrating into larger structures.

For example, the quantum dot can be fabricated within
a microscopic optical cavity in order to increase the effi-
ciency of the single-photon source. If an emitter is located
inside a cavity with a small mode volume and a high fi-
nesse, its spontaneous-emission properties are changed.
For example, if the emitter is on resonance with a cav-
ity mode, the spontaneous emission rate into this mode
is enhanced [15]. This so-called Purcell effect has been
seen in atoms for over fifteen years [16]. More recently,
ensembles of quantum dots have been coupled to three-
dimensionally confined modes in semiconductor microcav-
ities, and changes in their spontaneous-emission lifetimes
have been seen [17]. We have succeeded in enhancing the
spontaneous emission rate from a single quantum dot into
a single mode of an optical microcavity [18]. Because of
the enhanced coupling into a single cavity mode, the spon-
taneous emission becomes directional. A large fraction of
the photons can thus be coupled into downstream optical
components.

Finally, the single quantum dot can serve as a source
of other non-classical radiation states. For example,
there may be the possibility to create triggered pairs of
polarization-entangled photons [19]. These photon pairs
could be used in quantum communication systems that
use different schemes, such as the Ekert protocol [20].

2 Single indium arsenide/gallium arsenide
quantum dots

Semiconductor quantum dots are small regions of a
low-bandgap semiconductor inside a crystal of a larger-
bandgap semiconductor. The bandgap difference acts as a
potential barrier for carriers, confining them inside the
dot. Quantum dots are small enough that the carriers
form standing waves inside the confinement region, and
can only occupy discrete energy levels. Interest in quan-
tum dots was stimulated by the discovery that structures
with the required characteristics form spontaneously dur-
ing epitaxial growth of lattice-mismatched materials [21].
For example, when InAs is deposited on GaAs, a strained
planar layer, known as a wetting layer, initially forms.
The strain energy that builds up in this layer is eventu-
ally partially relieved by the formation of nanometer-scale
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Fig. 2. Atomic-force-microscope image of sparse self-
assembled InAs quantum dots grown on GaAs.

islands on the surface. The islands form without defects,
and can subsequently be covered with a capping layer
of GaAs. Transitions between confined conduction-band
and valence-band states involve the absorption or emis-
sion of photons at near-optical frequencies. These struc-
tures have been extensively studied, both for their intrinsic
physical interest and for possible applications in optoelec-
tronic devices [22].

We grew InAs/GaAs quantum dots by molecular beam
epitaxy (MBE). In MBE, high-quality heterostructures
are obtained by epitaxial deposition in ultra-high vac-
uum [23]. Elemental sources (In, Ga, and As) are heated
to produce molecular beams, which impinge on a heated
substrate. Atomic layer-by-layer deposition is achieved by
using low molecular fluxes, and shutters in front of the
sources are used to control growth time. By controlling
the growth rate, the substrate temperature, the ratio of
As to In impinging on the surface, and the amount of
material deposited, it is possible to control the size and
density of the quantum dots [24]. The samples used in our
experiments were grown under conditions that give rela-
tively sparse dots, with a surface density of 11–75 µm−2.
Figure 2 shows an atomic-force microscope image of dots
similar to those used in our experiments, except for the
absence of a GaAs capping layer.

Single dots are isolated by etching mesas in the MBE-
grown sample. The mesas are fabricated by electron-beam
lithography and dry etching [25]. Figure 3 outlines the
steps used. An electron-beam resist is spin-coated onto
the surface of the sample. In our case, we use a two-layer
resist consisting of poly-methyl methacrylate (PMMA) of
different molecular weights. The sample is then introduced
into a scanning electron microscope. An electron beam
is moved across the surface in order to expose a pattern
of circles in the resist. The exposed sample is developed
in a solvent mixture, which dissolves away the portions
of the resist that were exposed to the electron beam. A
thin layer of gold is then deposited on the surface using
electron-beam evaporation. Next, the remaining PMMA
is dissolved in acetone, which removes both the resist and

pmma

met al
evaporat ion

lif t  off

dry et ching

Fig. 3. Schematic illustration of the process used to fabri-
cate microposts in a sample containing InAs/GaAs quantum
dots. The process steps are shown sequentially from bottom to
top. Starting with an MBE-grown sample, an electron-beam-
sensitive resist is spun on top. Electron-beam lithography is
used to draw mall holes in the resist, and metal is then evapo-
rated on top. The resist is dissolved in a solvent, lifting off the
portions of metal above it. A dry etching process is then used
to remove the parts of the sample not protected by the metal
mask.

the gold above it, leaving behind a pattern (etch mask)
of metal circles. The sample is then introduced into an
electron-cyclotron resonance plasma etcher. This etcher is
a vacuum chamber which contains a mixture of Ar, Cl2,
and BCl3 gases at low pressure. Microwaves at the elec-
tron cyclotron frequency ionize the gas, and permanent
magnets confine the resulting plasma. A radio-frequency
field is applied to the sample, creating an effective bias in
the plasma above the surface. Ions are thereby accelerated
towards the sample, where they react with and remove
GaAs and InAs. This etch process is highly directional,
producing small mesas below the metal circles. The mesas
used for isolating single dots are about 120 nm tall and
200 nm wide, and are spaced 50 µm apart.

The single quantum dots are probed by photolumines-
cence (PL). Figure 4 shows the experimental apparatus
used. The sample is held at a temperature of 4 K in a
continuous-flow liquid-helium cryostat, and is held close to
the cryostat window. Light from a tunable, mode-locked
Ti:sapphire laser is focussed onto a post from a steep an-
gle, down to an 18 µm effective spot diameter. The laser
can be tuned to have a photon energy larger than the
GaAs bandgap. In this case, a large number of electron-
hole pairs are created in the GaAs matrix surrounding the
quantum dot. The carriers diffuse towards the dot, where
they are rapidly trapped, and quickly relax to the lowest
confined states [26]. Alternatively, the laser energy can be
tuned so that it is equal to the transition energy between
higher-lying confined states in the dot. This eliminates the
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Fig. 4. Schematic of the setup used to measure luminescence from single quantum dots.

Fig. 5. Photoluminescence spectra from a single InAs/GaAs
self-assembled quantum dot. For (a), the pump laser had an
energy above the GaAs bandgap. For (b), the pump energy
was resonant with a higher-order transition in the dot, so that
excitons are created only in the dot.

necessity for carriers to diffuse to the dot and be captured
into the confined states, and ensures charge neutrality in
the dot.

Light emitted from the dot is collected by an aspheric
lens that has a numerical aperture of 0.5, and is focused
onto a pinhole that isolates an effective 5 µm region of
the sample. The light is then sent to a charge-coupled de-
vice (CCD) camera, a spectrometer, a streak camera, or a
Hanbury Brown-Twiss configuration (described below) for
measuring the photon correlation function. The CCD cam-
era allows us to monitor the sample through the collec-
tion lens, making alignment possible. The spectrometer
has a resolution of 0.05 nm and a cooled CCD array on
the output. Figure 5 shows PL spectra from the quan-
tum dot used to generate single photons. With continuous-
wave (CW) excitation above the GaAs bandgap, the emis-
sion spectrum displays several lines [27]. We believe that
these lines all come from a single dot, because other mesas
show nearly identical emission patterns (peak heights,
spacings and widths), except for an overall wavelength
shift, suggesting that this pattern is not random. When
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Fig. 6. Luminescence intensity from a single quantum dot
as a function of incident above-band pump power. Circles rep-
resent the integrated intensity under the single-exciton line,
while diamonds represent the biexciton line.

the laser is tuned to an absorption resonance at 857.5 nm,
thus creating excitons directly inside the dot, emission
peaks 3 and 4 almost disappear. We therefore believe that
they represent emission from other charge states of the
dot [28]. We identify peak 1 as ground-state emission after
the capture of a single exciton, and peak 2 as “biexcitonic”
emission after the capture of two excitons. A biexcitonic
energy shift of 1.7 meV is seen, due to electrostatic inter-
actions among carriers.

Assignment of the different peaks is supported by the
dependence of the emission line intensities on pump power,
as shown in Figure 6. In this case, we are using CW
excitation above the GaAs bandgap. We can see linear
growth of peak 1 and quadratic growth of peak 2 in the
weak-pump limit, as expected for excitons and biexcitons,
respectively. Further support for the peak identification
comes from time-dependent spectra, as collected by the
streak camera [29]. This now requires pulsed excitation,
again above the GaAs bandgap. The camera produced
two-dimensional images of intensity vs. wavelength and
time after exciting with a laser pulse. Integration times
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Fig. 7. Time-dependence luminescence intensities of the
single-exciton line 1 (black) and the biexciton line 2 (gray)
after pulsed excitation above the GaAs bandgap. Hollow lines
show model fit results, with the parameter values for the fits
shown in the figures. The pump powers are (a) 27 µW, (b)
54 µW, (c) 108 µW, and (d) 432 µW.

were about 5 minutes. Time resolution as determined by
the spectrometer is about 25 ps. The images were cor-
rected for background counts, non-uniform sensitivity, and
a small number of cosmic ray events. By integrating inten-
sity within frequency windows corresponding to the peaks
shown in Figure 5, time-dependent intensities are obtained
for the different lines. The results are shown in Figure 7
for different pump powers.

Under weak excitation, the single-exciton line (line 1)
appears quickly after the excitation pulse, and then decays
exponentially. This decay time has been measured inde-
pendently under resonant excitation to be 0.47 ns. Under
higher excitation power, however, line 1 reaches its maxi-
mum only after a long delay. Most of the emission imme-
diately after the excitation pulse now comes from line 2.
Since the laser pulse now initially creates several exciton-
hole pairs on average, some time is required before the
population of the dot reduces to one electron-hole pair,
and only then can the one-exciton emission occur.

A simple quantitative model can describe these results.
Photons from the laser excitation pulse are assumed to
be absorbed independently from each other, so that the
number of created excitons follows a Poisson distribution.

We also assume that excitons decay independently from
each other, giving a decay rate proportional to the exciton
number. That is, we assume perfect selection rules, so that
each electron can recombine with only one particular hole.
These assumptions result in a Poisson-distributed exciton
population for all times after the excitation pulse, with an
exponentially decaying mean:

Pn(t) = (µe−γt)n exp(−µe−γt)/n! , (3)

where Pn(t) is the probability that n excitons exist in the
dot at time t, µ is the mean number of excitons at time
zero, and γ is the radiative decay rate. Given that the
intensity In(t) of the n-exciton line should be proportional
to its radiative decay rate, we obtain

In(t) = I0nPn(t) , (4)

where I0 is a constant proportional to the efficiency with
which the emitted photons are collected and detected.

Fitted curves from this model are shown as solid lines
in Figure 7. The same µ is used for all emission lines at
given excitation power. I0 varies between streak camera
images, due to sample drift and streak-camera gain drift.
The fitting parameters µ and I0 were determined by min-
imizing the total sum-of-squares error between the model
and both lines for a given streak camera image. The model
is seen to provide an excellent fit to the data, supporting
the assignment of single-exciton and biexciton peaks.

To test our assumptions, we considered another model,
where the selection rules are absent. This means that each
electron may recombine with equal probability with each
hole, so that the decay rate is quadratic in the exciton
number. With this model, it was impossible to obtain a
good fit to the observed time-dependent spectra, regard-
less of the values of the fitting parameters. We point out
two important features of the data that this model cannot
reproduce. First, the decay rate of the two-exciton state
long after the excitation pulse is experimentally observed
to be very close to twice the one-exciton decay rate, while
the model without selection rules would predict it to be
four times larger. Secondly, for large initial exciton popu-
lations (µ→∞), the one-exciton probability in this model
reaches its maximum at 0.906/γ = 0.43 ns. This is only
half as long as the delay seen in Figure 7d.

3 Generation of non-classical light

Since peak 1 corresponds to emission from a quantum dot
containing a single exciton, there should be only one pho-
ton emitted at this energy for each excitation laser pulse,
regardless of the number of electron-hole pairs originally
created inside the dot [30]. Spectral filtering was used to
select this last photon, resulting in only one photon per
pulse. For this measurement, the quantum dot was excited
with a pump energy resonant with a higher-lying transi-
tion in the dot, below the GaAs bandgap. As shown in
Figure 4, a monochrometer-type configuration was used
to define a 2 nm-wide measurement bandwidth, with the
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Fig. 8. Photon-photon correlation functions for emission from
a single InAs/GaAs quantum dot under pulsed, resonant exci-
tation by a Ti:sapphire laser. (a) through (d) represent different
pump powers, as indicated. The plots show unprocessed his-
tograms of time intervals as measured by the Hanbury Brown
and Twiss-type apparatus. The numbers above the peaks rep-
resent the normalized peak areas, calculated using a 0.56 ns-
wide integration window.

center wavelength determined by the detector position.
Additional rejection of unwanted light (scattered pump
light and stray room light) was achieved with a 10 nm
bandpass filter attached to each detector.

The Hanbury Brown and Twiss-type configuration was
used to measure the photon correlation function. A beam-
splitter sends photons towards one of two single-photon
detectors. The detectors are EG&G “SPCM” avalanche
photodiodes, which have efficiencies of 40% at 877 nm
and 0.2 mm-wide active areas. The electronic pulses from
the photon counters were used as start (t1) and stop (t2)
signals for a time-interval counter, which recorded a his-
togram of delays τ = t2 − t1. Normalized histograms are
shown in Figure 8 for four different pump powers. In the
limit of low collection and detection efficiency, these his-
tograms approximate the photon correlation function [31].
The τ = 0 peak shows a large reduction in area, indicat-
ing strong anti-bunching. The numbers printed above the
peaks indicate the peak areas, properly normalized by di-
viding the histogram areas by the photon count rate at
each detector, the laser repetition period, and the mea-
surement time. For the numbers shown, the only back-
ground counts subtracted were those due to the indepen-
dently determined dark count rates of the photon counters
(130 s−1 and 180 s−1), which are small compared to the
total count rates (19 800 s−1 and 14 000 s−1) for the two
counters at 0.88 mW pump power. The dark counts can
be subtracted because they depend only on the detectors
and do not reflect any characteristics of the photon source.
When counts within 2.8 ns of τ = 0 were included, a nor-

malized g(2)(τ = 0) peak area of 0.12 was obtained at
0.88 mW.

An additional cause of antibunching in the experiment
is suppression of the probability for the dot to absorb
a second photon after a first photon has been absorbed.
If one collects emission from both the single-exciton and
the multi-exciton lines at a pump power of 0.44 mW, the
g(2)(τ = 0) peak area is still reduced to about 0.32. We
believe that, once a single exciton has been created in the
dot, the resonant energy for absorption is shifted, due to
the electrostatic potential of the trapped carriers. This
moves the absorption peak out of resonance with the ex-
citing laser, reducing the probability of absorbing a second
photon and creating a second exciton.

Note that this blockade-like mechanism does not ap-
ply for above-band excitation. In this case, as mentioned
above, we expect the number of excitons created per pulse
to be Poissonian. When the photon-correlation measure-
ment was done under these conditions, the minimum area
of the zero-delay peak for saturated excitonic emission
was 0.3. The antibunching is then only due to the spec-
tral selection of the single-exciton emission. If both the
single-exciton and biexciton peaks were collected, the an-
tibunching was seen to be eliminated altogether. As an ad-
ditional test of the mechanism for antibunching, we tuned
the pump laser 1.7 meV below the resonant wavelength for
excitation of the dot, and reduced the pump power well
below that required to saturate the excitonic line. This
meant that the probability of absorbing a second photon
should be enhanced by the absorption of a first photon,
since the electrostatic energy shift will bring the absorp-
tion onto resonance with the pump laser. Indeed, we saw
strong bunching under these conditions, with the zero-
delay peak area being as large as 3.5. We believe that
we thus have experimental support for our speculation
that the suppression of multiple-photon emission is par-
tially due to a suppressed probability of multiple-photon
absorption.

The residual non-zero probability of having more than
one photon per pulse is believed to be primarily due to
imperfect spectral filtering. As well, there is a broadband
emission background that contributes some spurious pho-
tons. By reducing the filter bandwidth, we believe another
fivefold reduction in the g(2)(0) peak should be possible.

A similar method can be used for the generation of
entangled photon pairs. Instead of filtering out only the
single-exciton peak, both the exciton and the biexciton
peak would be spectrally selected. The correlated electrons
and holes in the biexcitonic state have opposite spins, due
to the Pauli exclusion principle. This spin anticorrelation
should translate into an anticorrelation in the polariza-
tion of emitted photons if the recombination follows the
same selection rules as for quantum wells in direct-gap
materials with a cubic lattice. In these wells, any photons
emitted in the normal direction are circularly polarized,
since they correspond to a Jz = ±1/2 electron recombin-
ing with a Jz = ±3/2 heavy hole [32]. This is illustrated
in Figure 9, where solid arrows indicate the allowed σ+

and σ− transitions.
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Fig. 9. Selection rules for conduction-band to valence-band
transitions in a quantum well, for a crystal with cubic symme-
try and a direct bandgap. The numbers above the levels are the
total-angular-momentum quantum numbers. Only the transi-
tions indicated by the solid lines will be seen in luminescence
in the direction normal to the plane of the quantum well.

In the case of a quantum dot, the strong confine-
ment introduces level mixing, and the hole ground state
may have contributions from the Jz = ±1/2 hole states
(or from other valence bands). Possible transitions to the
Jz = ±1/2 states are indicated by dashed arrows in Fig-
ure 9. Accordingly, when a Jz = +1/2 electron radiatively
recombines with a hole in a dot, the emitted light is pre-
dominately σ+-polarized, but may also have a σ− compo-
nent. Thus, the two photons that arise from the decay of
the biexcitonic ground state are not necessarily perfectly
anti-correlated with respect to σ+- and σ−-polarization.
An asymmetric dot shape, strain, and piezoelectric effects
further reduce the anti-correlation [33]. However, there is
experimental evidence from polarized photoluminescence
that the anti-correlation in σ+- and σ−-polarization is pre-
served in quantum dots [34]. Other experiments suggest
that the appropriate basis for the anti-correlation may be
linear [35]; however, this does not affect our argument.

The generation of entangled photon pairs thus pro-
ceeds as follows, starting from the biexcitonic ground state
of the dot. The situation is similar to a two-photon cas-
cade decay in an atom [36]. One of the two excitons re-
combines first and emits a σ+ or a σ− photon. The second
exciton, with opposite carrier spins, then recombines and
emits a photon of opposite polarization. If the two decay
paths are indistinguishable, the two-photon state has the
same form in any linear basis and is a maximally entangled
(Bell) state:

|ψ〉 =
1√
2

(|σ+〉1|σ−〉2 + |σ−〉1|σ+〉2) . (5)

The advantage of the proposed structure compared to ex-
isting sources of entangled photons, such as two-photon
cascade decay in atoms or parametric down conversion in
non-linear crystals, is that entangled photon pairs are pro-
vided one by one with a high repetition rate by a compact
semiconductor device.

However, certain processes may degrade the entangle-
ment by causing an evolution of the pure state into a
statistical mixture of anti-correlated photons. For exam-
ple, when the quantum dot is in the biexcitonic ground
state, spin dephasing may occur between the photon emis-
sion events. If the dephasing rate Rd is much larger than
the radiative recombination rate γ, then the final pho-
ton state is again a statistical mixture. However, recent

experiments on quantum dots indicate that the spin de-
phasing rate of conduction band electrons is much lower
than 0.3 GHz [37], and may even be frozen out on the time
scale of the radiative recombination rate [38].

4 Coupling single quantum dots
to micropost microcavities

A single quantum dot is a good source of single photons
and possibly of entangled photon pairs. However, the use-
fulness of the source for quantum communication or other
applications is limited by its efficiency. Only one out of
approximately every 3 000 photons emitted from the dot
was ultimately detected by the single-photon detectors.
The largest cause of this inefficiency is the fact that the
dot emits primarily into the semiconductor substrate, and
only 0.6% of the emission is collected by the aspheric lens
in front of the cryostat window.

Lenses, mirrors, and other linear optical elements can-
not change the brightness of a source, and are thus limited
in their ability to increase the collection efficiency. How-
ever, by placing the quantum dot inside a microscopic op-
tical cavity, its spontaneous emission characteristics can
be changed, and it can be made to radiate primarily into
the cavity modes. This is due to the fact that spontaneous
emission is not an inherent property of the emitter, but is
the result of interaction between the dipole and the sur-
rounding electromagnetic vacuum.

The radiative transition rate of an emitter from an
excited, initial state |i〉 to a lower energy, final state
|f 〉 depends on the available electromagnetic density of
states ρ(λ) at the transition wavelength λ. In the weak-
coupling regime, where the atomic excitation is irre-
versibly lost to the field, this rate is expressed by Fermi’s
golden rule as (2π/~)ρ(λ)|〈f |H|i〉|2, where H is the atom-
field interaction Hamiltonian. Thus, by altering ρ(λ) using
an optical cavity, the spontaneous emission can be en-
hanced or suppressed. Looked at another way, the sponta-
neous emission is analogous to stimulated emission, where
the “stimulating” field is not real photons, but vacuum
fluctuations. By localizing the vacuum field in a resonant
cavity mode, the spontaneous emission rate can be en-
hanced. For a localized atom with a negligible linewidth
that is on resonance at the antinode of the standing wave,
the enhancement factor (known as the Purcell factor) is
3Qλ3/4π2Vo, where Q is the cavity quality factor and Vo

is the cavity mode volume. In order to couple the major-
ity of spontaneous emission into the cavity mode, then, we
require a relatively high-finesse cavity with a small mode
volume.

Microscopic planar cavities can be grown by the same
MBE process used to create the quantum dots. The mi-
crocavity is formed by two distributed-Bragg reflectors
(DBR’s) separated by a spacer layer whose thickness is
equal to λ. The DBR’s are dielectric mirrors consisting of
alternating quarter-wavelength thick layers of AlAs and
GaAs. The Fresnel reflections from the AlAs/GaAs in-
terfaces add up in phase, resulting in high overall reflec-
tivity within an angular and spectral stopband. There
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Fig. 10. Measured photoluminescence lifetime vs. wavelength
for quantum dots in a planar microcavity.

are 29.5 mirror pairs below the spacer layer and 15 mirror
pairs above. The electric field intensity has a maximum
in the center of the spacer layer, where the quantum dot
layer is grown.

Interaction between the planar ensemble of quantum
dots and the planar microcavity allows for a limited en-
hancement of the spontaneous emission rate. This is sim-
ilar to effects that have been seen for quantum well ex-
citons in planar DBR microcavities [39]. Figure 10 shows
the wavelength dependence of spontaneous emission life-
time for quantum dots in a planar microcavity with a
resonance wavelength of 932 nm and a quality factor Q
of 2 300. (See below for an explanation of the measure-
ment technique.) Here, there is a continuous distribution
of cavity modes from the resonant cut-off wavelength λc to
a wavelength corresponding to the stopband edge. Since
the number of modes increases with decreasing wavelength
from the cutoff wavelength, the spontaneous emission life-
time is correspondingly decreased from 1.3 ns to 1.1 ns. In
order to achieve a larger enhancement of emission rates,
both the field and the exciton must be confined in all three
dimensions.

Three-dimensional confinement of the field is realized
at the same time as isolation of single quantum dots by
etching microposts into the MBE-grown sample. Follow-
ing a process similar to that described above for etch-
ing mesas, posts are etched through the top DBR mirror,
through the spacer layer containing the quantum dots, and
through a small portion of the lower DBR. Designed post
diameters vary from 6 µm down to 0.5 µm. A scanning-
electron microscope image of a post with nominal diame-
ter of 0.5 µm is shown in Figure 11. A taper in the post
diameter arises as a result of the etch, and helps reduce
the cross-sectional area at the location of the quantum
dots.

Due to the large index contrast between the semicon-
ductor material and the surrounding air or vacuum, light
is trapped inside the post by total internal reflection. That
is, the post acts as a small waveguide for light in the trans-
verse direction. Together with the mirrors in the longitu-
dinal direction, this leads to three-dimensional confine-
ment of light in the micropost microcavity. The structure

Fig. 11. Scanning-electron-microscope image of a micropost
microcavity.

Fig. 12. Photoluminescence from a micropost microcavity
with top diameter of 6 µm which contains a large number of
InAs/GaAs quantum dots. Peaks correspond to different res-
onances of the microcavity. The arrows show calculated reso-
nance energies, labeled according to the corresponding trans-
verse waveguide mode.

exhibits discrete resonances, to which the quantum-dot
emission can be efficiently coupled. This effect can be seen
in the PL spectrum from dots in a 6 µm-diameter micro-
cavity post, as shown in Figure 12. The inhomogenously-
broadened quantum dot emission is filtered by the cavity
modes into a series of discrete peaks. Note that we do not
consider polarization in our treatment; the lowest-energy
fundamental mode, for example, is actually composed of
a pair of degenerate modes of opposite polarizations.

The cavity resonances can be modeled approximately
following Panzarini and Andreani [40]. We assume that
the electromagnetic field can be factored into a part that
depend only on the transverse coordinates and a part that
depends only on the longitudinal coordinate. The longitu-
dinal field dependence is calculated by a transfer-matrix
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Fig. 13. Blueshift of the lowest-energy mode of micropost
microcavities, as compared to the cutoff wavelength of the cor-
responding planar microcavity. The points are experimental
data, while the solid line is the calculated result.

method, using layer thicknesses from the crystal growth,
and known GaAs and AlAs refractive indices [41]. The cal-
culated longitudinal profile gives an effective penetration
depth of the cavity mode into the DBR’s. In addition, an
average refractive index neff is obtained by averaging over
the longitudinal direction, using the field intensity as a
weighting factor. The effective index is then used in a stan-
dard waveguide model to determine the transverse field
dependence. Using cylindrical dielectric boundary condi-
tions, a characteristic equation for the modal wavenumber
can be solved to provide the blue shift of the cavity reso-
nance [42]. The waveguide equations also give a transverse
field dependence. By integrating the field in three dimen-
sions, an effective mode volume is obtained.

The arrows in Figure 12 are the resonance energies
calculated by this method for a post with 6 µm diame-
ter; they are labeled according to the corresponding trans-
verse waveguide modes. Also, Figure 13 shows agreement
between measured blueshifts for the fundamental (HE11)
mode and blueshifts calculated by this method. Note that
this agreement is obtained without any fitting parameters.

Figure 14 shows the filtered PL spectrum for a post
with a top diameter of 1 µm. Comparing to Figure 12, we
can see a blueshift and an increased mode spacing, due to
the increased transverse confinement. However, the modal
linewidth is also increased, reflecting a loss of cavity qual-
ity factor. Figure 15 shows the measured values of quality
factor for different post diameters, determined from the
measured PL linewidths. The degradation of Q with de-
creasing post diameter is believed to be primarily due to
diffraction in the unetched portion of the lower DBR. The
field spreads as it penetrates into the lower DBR and on
its trip back to the post, and the amount of light that is
recaptured by the mode is determined by the overlap of
the diffracted field with the transverse mode profile of the
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Fig. 14. Photoluminescence from a micropost microcavity
with diameter of 1 µm which contains several InAs/GaAs quan-
tum dots.
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Fig. 15. Quality factor of the fundamental mode of micropost
microcavities as a function of post diameter. The points are
experimental data, while the solid line is the predicted result.

post. A simple model of diffraction in the lower DBR is
used to calculate quality factors. As can be seen in Fig-
ure 15, this model can account well for the observed loss
of Q. This indicates that other loss mechanisms, such as
scattering loss due to roughness of the post sidewalls, play
a secondary role.

Time- and frequency-dependent emission from the
quantum dots was measured using a streak camera with
a spectrometer attachment, as described above. The de-
cay at longer times is determined by a single exponential
time constant, the spontaneous emission time for excitons
in the quantum dot. This part of the curve was thus fit-
ted in order to determine radiative time constants. The
validity of this approach was confirmed using a detailed
rate-equation model. By repeating this process at differ-
ent wavelengths, the frequency-dependent emission rate
across the fundamental cavity mode can be determined.
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Fig. 16. Photoluminescence lifetime vs. wavelength for quan-
tum dots in a micropost microcavity with a top diameter
of 2 µm. The points are measured values, while the dashed
line is the predicted result. The thin, solid line represents the
photoluminescence intensity at the same wavelengths.

Figure 16 shows the results for a post with 2 µm top
diameter. The lifetime is a minimum on resonance with
the cavity mode, a clear signature of the discrete, three-
dimensional cavity resonance. As well, the lifetimes off-
resonant with the mode are nearly the same as in the
absence of the cavity. This indicates that the lifetime
modification is due to interaction with the cavity mode,
and not due to some other effect, such as non-radiative
recombination.

The expected spontaneous emission rate can be calcu-
lated according to the following equation:

γ

γ0
=

Qλ3
c

2π2n3
effV0

∆λ2
c

∆λ2
c + 4(λ− λc)2

+ f , (6)

where γ0 is the experimentally-determined emission rate
of a quantum dot without a cavity, λc is the cavity reso-
nant wavelength, ∆λc is the cavity linewidth, and (λ−λc)
is the detuning of the dot emission wavelength from the
cavity resonance. The cavity quality factor and mode vol-
ume are calculated as described above. fγ0 is the decay
rate into leaky modes (i.e., emission that is incident on
the post edges at an angle larger than the critical angle
for total internal reflection). For an ensemble of dots in
the post, the calculated emission rate must be averaged
radially across the post to give an expected decay rate.
This rate is also plotted in Figure 16, and shows good
agreement with experiment. Note again that no fitting
parameters are used in the theory.

Figure 17 shows similar results for a cavity with top
diameter of 0.5 µm. There is now a single quantum dot on
resonance with the cavity mode. A significant reduction
in the spontaneous emission time, to 0.28 ns, is seen. The
dashed line is the theoretical result. This is in good agree-
ment with the measurement, considering only diffractive
losses through the bottom DBR mirror have been included
in determining Q. As well, the factorization of fields into
longitudinal and transverse components is inexact.

Fig. 17. Photoluminescence lifetime vs. wavelength for iso-
lated quantum dots in a micropost microcavity with a top di-
ameter of 0.5 µm. The points are measured values, while the
dashed line is the predicted result. The thin, solid line repre-
sents the photoluminescence intensity at the same wavelengths.

The spontaneous emission lifetime can be converted
into a coupling coefficient β, the fraction of light that is
captured in the fundamental cavity mode:

β =
γ − γ0 − γc

γ
, (7)

where γ is the enhanced spontaneous emission decay rate
into the fundamental mode of the cavity, γ0 is the spon-
taneous emission decay rate in the absence of a cavity,
and γc is the fractional spontaneous emission decay rate
into the solid angle of the cavity mode in the limit that
the mirror reflectivity approaches zero. Since this solid an-
gle is at most a few degrees in our case, γc � γ0. Using
equation (7), we determine that 78% of the light from a
single quantum dot is collected by a single mode.

Similar lifetime modifications have been reported for
ensembles of quantum dots. However, systems employing
large numbers of inhomogenously-broadened dots coupled
to discrete optical modes may have large β and short τ val-
ues on resonance, but off-resonant β and τ values are
small and long, respectively. Averaging over the ensemble
of dots coupled to cavity mode, the overall β and τ values
are poor. More recently, modified emission has been seen
for a single quantum dot coupled to a whispering-gallery
mode of a microdisk cavity [43]. However, it is difficult
to efficiently couple light out of such a mode. Micropost
microcavities, on the other hand, can be designed so that
virtually all light escapes from the mode in a Gaussian-like
wave propagating normal to the sample surface.

The coupling coefficient of 78% is limited by the rel-
atively poor cavity quality factor for small posts. Since
this is mostly due to diffraction loss in the lower DBR,
the most apparent way to increase the quality factor is to
etch completely through the lower mirror stack. This in-
volves reducing the taper in the cross-section, while main-
taining smooth sidewalls in order to avoid scattering loss.
Although this is a fabrication challenge for sub-micron
posts, we believe that it has the prospect to offer signifi-
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cant improvement in Q and to give β values approaching
unity.

5 Conclusions

Quantum dots can be used as sources of non-classical
light. We have grown InAs/GaAs quantum dots by a self-
assembly process in molecular-beam epitaxy, and have iso-
lated single dots in microposts using electron-beam lithog-
raphy and plasma etching. Spectroscopy on single dots
shows an energy shift between emission from single exci-
tons and biexcitons in the quantum dot. This means that
pulsed excitation and spectral filtering can be used to iso-
late a single emitted photon per pump pulse. We demon-
strated a tenfold reduction in the multi-photon probability
as compared to attenuated coherent light. Further reduc-
tion should be possible by improved spectral filtering.

As well, we have incorporated single quantum dots
into microscopic optical cavities. By modifying the spon-
taneous emission rate, this technique results in 78% of the
light emitted from the dot being collected in a single cavity
mode. The efficiency of coupling can be further improved
by improving the fabrication process.

By combining these two elements, it should be possible
to create an efficient source of trigerred single photons. As
well, an extension of the technique should make it possi-
ble to create photon pairs that are at least partially en-
tangled in polarization. These two sources could then be
incorporated into quantum cryptography systems in order
to improve the transmission rate of secure information.
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